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0—1 Environment Surrounding Information Systems JCAICT 2011

B Everything ir the world is changing rapidly and globally
B Information systems have to be adapted to the changes flexibly and
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History and Evolution of Infeirmation Systems
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1 —1 Evolution of Information Systems JCAICT 2011

I
B Information system have had great progress about every ten years

B Semiconductor technologies led the progress in the early days
B Network tecriiologies led the progress in the latter

1950 |- r Vacuuny Tube w Single Execution

1960 |- Transist;r Batch job

1970 | IC Multiprogramming

1980 |- LSI Centralized computing

1990 LAN Distributed cemputing

2000 I WAN Internet

2010 | Cloud Use computers not possessing the51
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1 _o Basic Structure JCAICT 2011
L
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1 —3 Stored Program Architecture JCAICT 2011

B Keeps programmed instructions in memory as well as data
* Processor gets an instruction, analyzes it, and executes it

B Earlier computers had Fard—wired structure

* We had to re—wire, re:-structure and re—design the computer
when executing another program

B Stored program architecture does not need any hardware
modification when executing another program

* Re—load the new program in to the mermory

B Concept of software was emerged by stored pragram architecture
* Programs can be accumulated and inherited for a long :ime

* [nformation Systems have been able to evolve and prcgrsss
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1 —4 EDSAC JCAICT 2011

B World’ s First practical Stored Program Computer

EDSAQC: Electroric Delay Storage Automatic Calculator
(1949)

Found 73 digit prime number(1951)
Computer game: OXC(1952)

microphone Data was retair:ed as wave  gpeaker

P
O Mercury delay line )
17bit X 32word=544b't

Wave generator

outputl Tinput
8
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Evolution of Information Systems JGAICT 2011
L

1950 |- [ Vacuum Tube ] Slngle Execution

1960 |

1970 |-

1980 |-

1990 |

2000 |

2010 |
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1 -5 Singie Execution Era JCAICT 2011
L

B Thousands of vacuum tubes

B Slow and Low reiiable

B A programmer reserved the computer and occupied it

* The programmer was also the operator, the maintainer, and
the designer

B No OS(Operating System)
* Everything was done manually
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Evolution of Information Systems JGAICT 2011
L

1950 |

1960 -[ Transistor J Batch job

1970 |-

1980 |-

1990 |

2000 |

2010 |
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1 g lransistor JCAICT 2011
I

B Transistor was invented in 1947, and started its
production in 1954

B Reliability and power consumption were greatly improved
MTBF of Transistor: 130 G00Hr.
MTBF of Vacuum tube: 1,000Hr.

B Computer business started

BHigh—-level Languages and their comptiers were introduced
FORTRAN(1954): For Scientific Calculation
COBOL(1959): For Office Calculation

12
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1 —7 Batch job execution JCAICT 2011

B Computers were still very expensive in spite of being produced by
semiconductor dsvices

B An operator triea to use the computer effectively
keep the computer in tusy, not in idle state
The bottle neck was slow manual operation

B Batch Job execution (Automatic job execution)
Jobs are gathered and sent to the computer all together
JCL controls jobs’ execution instead of the operator

K & %M
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Outpuﬁ %w
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JCL(Job Control Language) controls the Jobs 13

© SDL, Hitachi, Ltu. 2011. All rights reserved.

( Job ’\

2z
2z
y4
y4

S IE

S~—




1 g dJob Control Language JCAICT 2011

/$LOAD l

FORTRAN program
$FORTRAN |

_$JOB, 10, 66, 1276335, ARAI |

JCL: Job ~ontrol Language

14

© SDL, Hitachi, Ltu. 2011. All rights reserved.



1 -9 Pur.ch Card JCAICT 2011
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1 -10 Punch Card JCAICT 2011

30 Column

12 Hole
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71 _11 Card Punch Machine JCAICT 2011




Evolution of Information Systems JGAICT 2011
L

1950 |
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1970 -[ IC J Multiprogramming

1980 |-
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2000 |

2010 |
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1-

2 IC era

IC: Integrated circuit

JCAICT 2011
"

BProcessor performance was improved by IC technology

BAccess Gap Prohlem: Access speed difference

Processor Perforrnance was improved

Disk access speed staved in low because of its mechanical

operation

Disks became the bottlerieck and processors could not be used

effectively

Time

e —————

Processor

Idle

Run

Idle

R
Iob nun
O | ] ‘—Aj ‘—

Idle

Run

Disk

1/0O operation

————
/0O operation

L

1/C coeration

19

© SDL, Hitachi, Ltu. 2011. All rights reserved.



JCAICT 2011
"

1 -13 Multiprogramming
B Solution is tc overlap processor execution and I/0O operation
* |oad multinie jobs in memory

e When a job enters [/O wait status, another job is executed
* Processor idle time i3 reduced

Multiprogramming Time
Idle Idle Idle Idle Idle
Processor Run Run = === Run = === Run ™
Jely L Run | Run Run |
JObZ | | ‘— ‘—
/7 |
|

Disk A _
pisk B [ S S S—
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JCAICT 2011

1 -14 Technical Issues in Multiprogramming it

B Job management
* A job might illcgally access another job’ s memory
—Memory pratection and memory management
* Which job shoula be executed first?
—Scheduling and dispatcher

B Hi—speed processor was bothered by slower peripheral devices
* Processor was occupied by checking I/0 status until the 1/0
completion, until then
* An interrupt mechanism was intreduced to avoid the wasting
processor s valuable time
—Processor and peripheral devices rui independently, and
the interrupt mechanism notifies the processor when the
device completes the I/0O operation
* Processor can concentrate on its primary tasks

B Major functions of OSs were already developed in this period

21
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Evolution of Information Systems JGAICT 2011
L

1950 |
1960 |

1970 |-

1980 -[ LS] ] Centralized computing

1990 |

2000 |

2010 |
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1 -15 1 SI era JCAICT 2011
A - : .

B Hardware performance was greatly improved by LSI technology

LSI: Large Scale Integration
BVariety of user demands
Use computer anytirvie, any where, and for any jobs
Process and calculate moie data and in great detail

~

B A variety of computing process were executed on one big computer
e TSS: Time Sharing System
—Each user uses the computer as if he occupies the computer
* Online execution, Real—-time execution, Big'batoh processing
B Hundreds of jobs and thousands of TSS users runr together
— Memory problem occurred
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JCAICT 2011
"

1 -16 Virtual memory technology

B Demands for memory capacity became severe
Programmers wanted much memory than installed
Need for storing much data for analysis and calculation
For not conceiniag the size of memory

Administrator wanted to raise multi—-program level by loading
more users into the memory ,and keep processor utilization
near 100% ——

L

~_

B Virtual memory virtually gives the users rors memory capacity than
actually installed

B OS supplies the virtual memory by using physicai memory and disks

24
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1-17 Virtual memory JOAICT 2011

B Users beliave the memory is large enough and contiguous, but Iin
reality the parts it is currently using are scattered around physical
memory, and the inactive parts are saved in a disk

Virtual
memory
foruserl L X — N
| i DAT (Dynamic Address Translation) ’ 4
| 4 g — /17 ---- A >
Physical |
memory
[
Virtual
memory Currently
for user2 not used

Currently Currently
used used 25
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Evolution of Information Systems JGAICT 2011
L

1950 |
1960 |
1970 |-

1980 |-

1990 -[ LAN ] Distributed computing

2000 |

2010 |
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JCAICT 2011
"

1 -18 Background of distributed processing

B Microprocesscr
Intel Corp. begzn to product microprocessor in 1971

A Japanese company asked it to make calculator easily and
cheaply
Its performance have been improved continually

BARPANET: The Advanced Research Projects Agency Network
* DARPA (the Defense Advanced Research Projects Agency)
created a new network in 1968
* The world’s first operational packet switching network and the
core network of a set that came to composz the global Internet

27
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1 —19 Distributed Computing JCAICT 2011

B Multiple coraputers communicate through network in order to
achieve common: goal

B 3—-tier model has advantages in scalability and maintenancebility by
sharing the responsibility among the servers

| P:resentation
‘ tier

|

|

|

User interface

Logic tier Process business logic
|

Store and retrieve
iInformation from database

28

© SDL, Hitachi, Ltu. 2011. All rights reserved.

Data tier




Evolution of Information Systems JGAICT 2011
L

1950 |
1960 |
1970 |
1980 |-

1990 |

2000 - [ WAN ] Internet

2010 |
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1-20 WWW (World Wide Web) JOAICT 201

BWWW was devieloped to be a pool of human knowledge, and human
culture, which would allow collaborators in remote sites to share
their ideas ana all aspects of a common project

B HTTP specifies the protocol among clients and servers

B HTML describes documents and their structures
HTTP: HyperText Transport Protocol
HTML: HyperText Markup Language

M Servers and clients on different hardware or on different OS can
communicate each other

. | ) HTTP @ EI }—EI [T TP ‘
browser :'|> ‘M [T IHTTP server

@am g CMZ 0S
0S LML Internet |- >~

Servers
Clients document document 30
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Evolution of Information Systems JGAICT 2011
L

1950 |
1960 |
1970 |
1980 |-
1990 |

2000 |

2010 [ Cloud ] Use computers not possessing them
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JCAICT 2011
I

Technologies supporting Cleud Computing
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2—1 Clcud Computing JCAICT 2011

B Cloud is a new computing style that we can use scalable huge
computing resources as a service through the Internet

B Cloud computing is spreading rapidly

Cloud Users @ Cloud Provider
°

"d
< N
Internet )

Huge Computing
Resource

Need not own computers and
expertise in the technologies

33
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2_2 Technologies Supporting Cloud JCAICT 2011

M Cloud Provider supplie§ the resources rapidly and effectively
according to the users requests

B Cloud consists of a collection of virtualized computer resources

Systen . _Server Storage Network
manager ’ Resource Resource Resource
Mgt Mgr. Mgr.
On
4 FDemand Virtual || M| [vm @ vPN | [ VPN
=/ > Resource — —p—
N Pool vm| [vml |vaa| @ VPN | | VPN |-
¢ FPay per j — : =
L . |
‘ "'// Use Physical |v
—_—) Resource = - ‘u‘
Users Server ; Ste rage i

Server Storage Network

Virtualization Virtualization Virtualization
VM: Virtual Machine

LU: Logical Vol .
VPN:CﬁrCt?JaI Igrlij\gie Network ClOUd PrOVIder 34
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2 _3 Server Virtualization(Virtual Machine) JCAICT 2011

I
B Construct riultiple virtual machines on a single physical machine,
and run an operating system on each virtual machine independently

B VMM virtualizes nnysical resources such as processor and memory,
and assign them to each VM

Application 1 Application 2 Application n
Guest OS 1 Guest OS 2 o Guest OS n
Virtual machine || Virtual maciine Virtual machine
(VM1) (VM2) (VMn)
I:I-|'|'|'|'|LI-LLI'|:Ig CPU I:I-|'|'|'|'|I-LI-LI'|:Ig CPU I:I-|'|'|'|'|LI-LLI'|:I CPU E

Virtual resources N Virtual resowrces Virtudl resources
Virtual machine monitor Resource access
(VMM) simulation

/.

U

cPul £ Physical resources

Physical machine hardware >
T (processor,nemory)
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2_4 VMM simulates resource access JCAICT 2011
I

B Guest OS believes that it accesses physical resources
* When guest OS issues resource access instruction
* VMM intercepts thie issued instruction
* And simulates as if issued instruction is executed by accessing the
physical resource which iz corresponding to the virtual resource

(Guest OS believes

Guest OS VMM it is physical resource)
[ Intercept Virtual
SSuUes resource P ... > reSOUrCE
access
Instruction A Moo
. : Mapping
Simulate l' :
the issued |
- . ——bsl
Instruction Priysical
resource

36
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2—5 History of storage

B Storage is thie most important element in information systems
because information is permanently stored only in storage

JCAICT 2011
"

J

Storgge
CapagityThe world’s
first HDD
] Storage
1PB - Virtualization
RAID (2004)
SLED (1990) 32PB
118 1| RAMAC | [ (1980) 34GB y
(1956) 2.5%8\ Y,
1GB - }}5
NN > Time

HDD: Hard Disk Drive

SLED : Single Large Expensive Disk

1940 1950

1980 1990 2000

RAID : Redundant Arrays of Inexpensive Disks

SAN : Storage Area Network

Computer Era >
T
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2—6 History of storage configuration JCAICT 2011

I

B Storage configuiration has been evolved for easy usage

* SAN consolidated storages and solved capacity unbalance

e Storage virtualization reduces management cost

Storage Islands Physical Consolidation Storage Virtualization
( N N ) )\ a N\

Servers ( Servers Servers

\ /| DAS || ] . Networked Storage J| 9 Many Storages Y,

A storage is directly Servers and storages are Servers are connected

attached to a server. connected with one another. to a virtual storage.

DAS: Direct Attached Storage, SAN: Storage Area Network 38
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2—7 Proolem in SAN JCAICIRZOI

BMultiple heterogz=neous storages in a SAN due to information explosion
e Each storage is operated by the specialized operator and administrator
e Storage operation and administration cost increased

PC server Mainframe Unix server Linux server

Heterogeneous — .
Servers =5 )

‘
.
.
.

Lots of different

< '\] > types of storages

. ..
'0. Tagy,

Storages D
Storage A Storage Stoi Gge C Storage
4 g iy €
\ =] 1 1 : ’ o
Storage Specialized operator for each storage
administration Storage operation 39
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2—8 Solution (Storage Virtualization) JEAIT 2070

B Storage virtuziization provides virtual storage with common feature
* Virtualization rnechanism hides the characteristics of
heterogeneous storages
e Storage operations are unified
* Administration and opcration cost decreased

Heterogeneous
Servers

¢

(W
1

Common storage featuies A
' Nisrat:
(Archi ac:kugi Migra ,'ga) ‘,

Virtualization mechanism

Single storage
administration
Storages

Storage A Storage B Storage C Storage D 4)0
© SDL, Hitachi, Ltd. 2011. All rights reserved.

Unified storage
operations




2—9 Another Problem in SAN JOAICT 2011

I
BProvisioning difriculty due to information explosion.
* Increasing cost of HDDs for over—provisioned volumes
* Need service outage for expanding capacity
(Provisioning: Capacity planning for volumes)

Dept.A Dept.B Dept.C

Used:1TB

Servers
77
A

Smaller parts " =
QT Hh B 0.2TB | | 0.3TB ] { G5TB | Volumes
HDDs
" ® @

oTB 10TB 15TB

Conve ntl onal Storage © SDL, Hitachi, Lt 2011. All rights reserved. 4 1



2—1 0 Solution (Thin Provisioning) JCAICT 2011
I

B Thin provisiching technology provides on—demand allocation for
HDDs during data writes.
* Pool for virtual starage is virtualized
e Decreasing cost of HDDs due to using less HDDs
e Non—stop expansioit for Thin provisioning pool

Dip;c.C

Used:1TB

Virtual
Volumes

—

" Pool for virtual

storage is virtualized

HDD is allocated to
\used area only

ThinPi'ovisioning pool

on—demand
allocation

B
42

Non—stop Pmpa
expansion
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2—1 1 Integrated solutions JCAICT 2011

B Combinaticn of storage virtualization and thin provisioning
e Decreasing hoth operational cost and HDD cost

L2
L4
L4
L4
L4
. o :

_——‘———————j_-

-

Single storage
administration

Storage A Storage B Storage C | | Storage D 4 3
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2—1 > Virtual Private Network(VPN) JCAICT 2011

B VPN creates secure network as if it is a private network on a
public netwoik

e Cryptograph data on a public network

e Users unaware of using public network

44
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2 13 How VPN works JOAIGT 201

B Tunneling

Regional Office IP tunnel Head Office

. Encapsulate the pachet and
Gatlf Eflntercéeftz send the encapsulated Decap;ulat.e the:acket
packet Trom o] packet to Gate D AL ent 1t to

Encapsulation Dacapsulation

Source [Destination

Dat Source |Destination Dat Source |Destination Source Destinati D
ata B A ata B A D ) | Data B A
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2 14 System Manager

JCAICT 2011
"

B System manager allocates virtualized resources in the pool to the
users on the demand

BVoiding the resource shortage and effective allocation are required

Users

On
e Demand

VM: Virtual Machine
LU: Logical Volume
VPN: Virtual Private Network

Systen . _Server Storage Network
e ber ’ Resource Resource Resource
2 Mgr. Mgr. Mgr.
v N
Virtual  [vw] [vm] [vm o] [ven] [veN
Resource N— R —
Pool vm] |vml i1 L] | veN | [ veN
Physical b
Resource ‘
\ al

Server

Stcrage

Virtualization

Server

Storage
Virtualization

Network

Cloud Provider
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2—1 5 System Manager Inside Cloud

JCAICT 2011
"

B Repeat the management cycle (monitor, predict, analyze, action)
B Advantages of cloud computing are achieved by system manager

Predict

I resource shortage

Piwysical resources

Monitor
Resource usage

Virtual resources

Action
<Action1> - <action 2>

Modify resource allocation rate server

Analyze

root cause

ST ASN MmCinw AT s - Kl

Resource allocation

Migrate a virtual server to anaother physical
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JCAICT 2011
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Beyond Cloud Computing
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3—1 Cloud era. has just started JCAICT 2011

I
BAs cloud computmg becomes naturally used as social infrastructure,

varlous types o1 dlata will be stored to the cloud
B “Knowledge —ernipowered service using the massive data collected
and the computing nower owned by cloud will be emerged

LU LT RS
A RS -
W -
< lml'"" *
||l"|"

Transportation

VA
=5 4

N\

%ﬁ Finance .
traffic

“ Banking ' .

LAY o) Social .nfraM
| \

Massive real world data

KaaS: Knowledge as a Service
New business model for IT business to grow to in
the cloud era. )

Cloud 49
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3_2 KeaS: a New Growth Model JCAICT 2011

B KaaS services extract and present valuable information(knowledge)
from the large velumes of data generated by social infrastructure

C t Big (43 0
ustomer Account o@’

- - .
Traditional Service . Knowledge
» as a Service
! KnowledgePlatform
Knowledge .
Plant = — Y g
2nsor Da 4!ue Added D
Real (Knouwledge)
\_ %
! )

Existing business/service < Value added business/service
[

90

© SDL, Hitachi, Lt 2011. All rights reserved.



3_3 KaaS Example (Knowledge Convergence) JcALCT 2011
I
B The electric nower optimization of whole society by the collaboration
of power companies with manufacturing companies
B Kaas would help to nptimize our social system totally by leveraging
information beyona industries

SCM services for

Power conirol selvices JOLLUING - Bl manufacturingiretai industries

SCM plan for electricity
optimization

> 4

,. Optimized power
— s<rmry. generation and
consumrtion

4 A

Information exchange
-
Each SC cluster
production/
warehousing
end/sales patter

J— Each cluster

B ot bash generation/
P ond ol Consumption
pattern

Knowledge PI ) 1

SCM Supply Chain Management © SDL, Hitachi, Ltd. 2011. All rights reserved. e
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3—5 KaaS System Architecture JCAICT 2011

I
B Handle largz volumes of data and perform complex computation

B Analyze the data from a range of different perspectives

Application tier

zdge processing tier (KaaS-Core)

Temporal and spatial .
data FW Media data FW

Dynamic computing resource management platfoph (Cloud)

the integrated and efficient handling of various types of data

FW: framework, HI: human interface, DFS: distributed file system, RDB: Relational Database, KVS: Key Value Stere 52
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3—6 Arionymization for Personal Data JCAICT 2011
I
M Privacy pro*ection is the one of most important issues, in cloud
B Anonymizing makes it impossible to identify individuals identities
B Control personal I')s according to identification risk of personal data
and property of applications

Anonvmizing Platform

_ . large
Restricts simultaneous Applications §
accﬁﬁlgnﬁfgi'gns |P|D1hame addr| item S 5
pic Accounting =
RID - = 2
aelinl B [tem—specific ?’ PID2 |[name addr %’- —"
job control Shipment = g
item : <
age > Information __|PiDg] i < 8
e—mail granularity ﬁ Mangtce)z(r:llq(ent (C%
purchase control 9 T
e LA
Addr. fats K-anonymization: area| lob ;em Customer (2
At least k instance in Analysis g
Basic item: any dataset =
can identify individuals small
in combination RID: Real ID

PID: Pseudonymous ID

Sensitive item

23

© SDL, Hitachi, Lt 2011. All rights reserved.



3—7 Knowledge—Based Society by KaaS JCAICT 2011

B The knowledge-hased society using Cloud Computing is coming
* Based on the real world information, it supports resolution of
today’ s global challenges (eg. Energy,environment,transportation).
* Anyone can uncensciously obtain the benefits from the knowledge.

Knowledge Service

R e Rt

=g g

(]
<z

Knowledge Service

raditioal Service
L_ I 28

_—

Knowledge Plant - Knowledge Plant

Kaas concept will help to optimize our social

A
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4_1 Conclusion JCAICT 2011
I

M Information Systeins have been evolving for more than 60 years

M Cloud computing is a cne of compilation of the researches and
development on Information systems

" " € 14/ [ " M
B We believe that a new service KaaS contributes to innovation
In social infrastructure

29
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